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The effect of metal-metal interactions on the physical 
properties and reactivity of transition-metal cluster 
complexes has been an area of interest in our laboratory 
for over a decade. At the time we began these studies, 
the nature of metal-metal interactions in dinuclear 
complexes was well understood; most advanced un- 
dergraduate inorganic texts contain a discussion of 
metal-metal u, T ,  and 6 bonds. The degree of com- 
plexity increases rapidly as one considers clusters of 
three, four, and six metals so that a qualitative dis- 
cussion of the bonding and its impact on physical 
properties becomes difficult. One question we hoped 
to address was whether an energy-band approach to 
small molecular clusters offered any advantage in un- 
derstanding their electronic structures. Theoretical 
studies of pure metallic clusters suggest that as few as 
40-80 metal atoms result in some properties similar to 
the bulk metal.' 

Another point of concern was the effect of delocalized 
metal-metal bonding on the thermal and photochemical 
reactivity of polynuclear complexes. Photochemical 
metal-metal bond homolysis in dinuclear complexes 
was well established and shown to result from excitation 
of a u - u* electronic transition;2 however, the situation 
for larger clusters was more ~omplex .~  In particular, 
the factors that control metal-metal bond homolysis vs 
metal-ligand bond cleavage in both thermal and pho- 
tochemical reactions were topics that interested us. 
Since polynuclear compounds often serve as delocalized 
pools of electrons for redox chemistry (e.g., ferredoxins), 
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the consequences of delocalized bonding on cluster re- 
dox properties and reactivity provided another question 
to be examined. 

Theoretical Methods. Electron counting rules have 
proved to be extremely valuable for predicting cluster 
geometries and ~tabil i t ies.~ For our goal of under- 
standing spectroscopic properties, charge distributions, 
and reactivities, we sought a first principles theory ca- 
pable of providing such information. To us the best 
compromise between theoretical rigor and the ability 
to perform computations in a reasonable time was the 
X a  pr~cedure.~ In this approximate method one re- 
places the exchange potential operator, Kj., in the 
Hartree-Fock (HF) equations with the expression of eq 
1. This equation describes the exchange energy for a 

free-electron gas, which depends only on the electron 
density distribution, p,  and avoids the calculation of 
time-consuming exchange integrals. The parameter 
a( -0.7) can be determined by fitting atomic calcula- 
tions to the HF results. It has been argued5 that this 
approximation incorporates correlation between elec- 
trons. This may have some validity in view of the 
success the X a  method has shown in treating weak 
metal-metal bonds, such as in Cr2(02CH)4,6 and in 
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diatomic transition-metal  specie^,^ when compared to 
more computer intensive HF-CI procedures. 

In the Xa approximation several different approaches 
have been applied to the calculation of the Coulomb 
potential. In the muffin tin (MT) X a  scheme5 one 
assumes a spherically symmetrical potential within 
touching spheres around each atom. Outside these 
spheres the potential is constant. This procedure, or- 
iginally designed for solids: is a poor approximation for 
molecules with a strong bond (e.g., CO). The scattered 
wave (SW) method8 allows the potential spheres to 
overlap and thereby allows flexibility in the description 
of the bonding regions. This produces better results for 
molecular  specie^.^ We adopted an alternative treat- 
ment called the discrete variational method (DV)l0 and 
were fortunate to engage in a fruitful collaboration with 
an inventor of the techniquelo*" in applications to or- 
ganometallic systems. In this procedure one computes 
the various integrals on a grid of points (usually 300 
points/atom) distributed throughout the molecule. The 
degree of numerical accuracy can be increased by in- 
creasing the number of such points (at an expense in 
computation time). It is still convenient to expand the 
charge density in spherical harmonics about each atom, 
and there are several ways to do this. By the use of a 
spherical wave expansion from an orbital charge pop- 
ulation (SCC) analysis12 one obtains results that we 
have found to be similar to those of the SW method in 
a number of trial calculations on mononuclear and 
dinuclear complexes.12 A more rigorous procedure is 
to use an analytical least-squares fit of the molecular 
charge density with expansion functions localized on 
atoms, as well as between bonds.13 This permits one 
to approach an exact solution of the X a  Hamiltonian. 

An important distinction for X a  orbital energies is 
that they represent the partial derivative of the total 
energy with respect to the occupation number for that 
orbital. Therefore, one cannot simply equate an X a  
orbital energy diagram with that for a HF calculation. 
Although this is a disadvantage, because X a  orbital 
energies cannot be equated with ionization potentials, 
the problem is solved by the transition-state m e t h ~ d . ~  
Here one performs the calculation of a hypothetical 
transition state for a spectroscopic process. For exam- 
ple, to calculate the ionization potential from orbital 
di, one calculates the energy, ei, for this orbital with 
one-half of an electron removed (Le., for the +0.5 ion). 
For an electronic transition one removes one-half of an 
electron from an occupied orbital and promotes it to 
the appropriate unoccupied orbital. These calculations 
converge rapidly once the ground-state calculation has 
been completed and have the advantage of reoptimizing 
the orbitals for each specific transition. Our experience 
in transition-metal systems has been that the calculated 
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Figure 1. Valence photoelectron spectrum of ResC19 vapor at 
800 K. Vertical lines represent predicted ionizations from SCF- 
Xu-DV calculations. Adapted from ref 14. 

energies usually are within 1.0 eV of experimental 
values. This substantial error is about what one can 
realistically expect from calculations of many-electron 
clusters. 

Trinuclear Metal Cluster Complexes. The first 
systems we examined, Re3C&14 and M3(CO)12 (M = Ru 
and  OS),'^ were chosen because of their volatility and 
high symmetry (&). This permitted the measurement 
of gas-phase photoelectron spectra (PES) and simplified 
the calculations. At the time, it was fortunate that Dr. 
Joseph Berkowitz of Argonne National Laboratories 
allowed me to vaporize these compounds into his PES 
system. It was a challenge to obtain a spectrum before 
the insulating film of deposited cluster destroyed the 
resolution of the spectrometer (resulting in a 4-h di- 
sassembly and cleaning of the instrument); however, 
satisfactory spectra were eventually obtained. In Figure 
1 is displayed the valence photoelectron spectrum of 
Re3(&, measured at about 800 K, with vertical lines for 
the predicted orbital ionization potentials from an Xa 
calculation. The close correspondence between the 
peaks in the experimental spectrum and the calculated 
ionization potentials, as well as the agreement between 
the absolute energies for the net splitting of the valence 
electron ionizations (8.9-13.86 eV experiment vs 
8.7-14.2 eV calculated), gave us confidence in the merit 
of the computational approach. A striking feature of 
the system was the predicted high stability of a cluster 
three-center a-bonding orbital, formed by 3d orbitals 
directed toward the center of the cluster, denoted a, in 
Figure 2. A subsequent PES and SCF-Xa-SW studylB 
of the same system and the bromide analogue arrived 
at substantially the same conclusions with the inclusion 
of relativistic corrections.l7 
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Figure 2. Symmetry combinations of metal d orbitals in a tri- 
nuclear metal cluster. 

In subsequent spectroscopic and theoretical studies 
uf M3(C0)12 clusters, we analyzedls metal d-orbital in- 
teractions according to the diagram in Figure 2. As for 
Re3C19, the most stable metal-localized orbital (Figure 
3) was the three-center-cluster a-bonding orbital, de- 
noted ac in Figures 2 and 3. Unlike the case of the 
rhenium cluster system, the a,* orbital was also occu- 
pied in the carbonyl systems, along with the degenerate 
cluster x orbitals, denoted xc and uc*. These were split 
about the two ul orbitals of the cluster that engage in 
x-back-bonding to the carbonyl groups. Filled metal- 
metal antibonding orbitals in electron-rich carbonyl 
clusters can still experience a net stabilization by u- 
back-bonding to the carbonyl groups, as shown for the 
14e'( ac*) orbital in Figure 4. Net metal-metal bonding 
in the cluster derives from the occupied 1%' (a,) orbital 
that resembles a cyclopropane-like edge-bonding orbital. 
This four-electron a-bonding model corresponds well 
with Pauling's valence-bond description'* of two edge 
bonds resonating among three triangular edges in these 
clusters. The quantitative agreement obtainedls be- 
tween the calculated d-orbital splitting and that ob- 
served in PES spectra of R U ~ ( C O ) ~ ~  and O S ~ ( C O ) ~ ~  
suggests that the model is substantially correct. 

It was known that both metal-metal bond cleavage 
and CO dissociation could occur in the M3(CO)12 clus- 
ters on irradiation with ultraviolet light.l9 Therefore, 
we focused attention on the lowest electronic transitions 
in these compounds: the dipole-forbidden loa: - 6a4 
one-electron excitation and the dipole-allowed 15e' - 
684 process. The loa: orbital possesses a complex 
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Figure 3. Orbital energy diagrams for Ru&C0),2 and OS&CO)~ 
from SCF-Xor-DV calculations. Reprinted with permission from 
ref 15. Copyright 1982 American Chemical Society. 

Figure 4. Contour plot of the 14e'(ac*) orbital for R U & O ) ~ ~  
Reprinted with permission from ref 15. Copyright 1982 Amencan 
Chemical Society. 

mixture of cC character (30%) from metal-based p or- 
bitals, in addition to axial and equatorial CO x* char- 
acter. To analyze the effect of these electronic tran- 
sitions between highly delocalized orbitals, we employed 
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Figure 5. Difference electron density plots for the (a) loa{ - 6a,’ and (b) 15e’ - 6a,’ electronic transitions of R U ~ ( C O ) ~ ~  in the Ru3(CO)G 
plane. The large spike-like features represent noise in the subtraction of core density at Ru, which serves to mark the Ru atom locations. 

a difference density analysis. Here one subtracts the 
total electron density distribution in the ground state 
from that in the excited state. The raised contours 
show where electron density increases after electronic 
excitation, and the depressed contours show where the 
electron density has decreased. These three-dimen- 
sional plots, shown in Figure 5, reveal a distinct dif- 
ference between the two excited states. Noise wells 
from differences in core densities mark the location of 
the three Ru atoms and six CO ligands in the plane of 
the triangular cluster core. The important bonding 
regions lie at the center of the Ru3 triangle and between 
the Ru and CO ligands. In the first case (loal’ - 6ai) 
little disruption of electron density in the triangular 
core is observed, while the 15e’ - 6ai transition shows 
a large depression in bonding electron density at the 
center of the Ru3 triangle. 

This conclusion is partially supported by the reso- 
nance Raman effect observed when the lowest dipole- 
allowed (15e’ - 16ai) electronic transitions in Ru3(C- 
0)12 and O~~(CO)~~[PPh~(neomenthyl)]~ were excited. 
Both the al’ (Ru, 185 cm-l; Os, 190 cm-l) and the 
Jahn-Teller-active e’ (Ru, 130 cm-l; Os, 140 cm-l) 
metal-metal stretching frequencies exhibit a 2-&fold 
intensity enhancement. Since only degenerate excited 
states can undergo a Jahn-Teller distortion, the en- 
hancement of the Jahn-Teller-active mode supports an 
assignment of the lowest allowed electronic transition 
as a degenerate metal-localized Q - Q* excitation. 
Resonance-enhanced vibrations correspond to the 
bonds most disturbed in the resonant excited state. 
Previous MCD studies also were consistent with the 
presence of a low-lying dipole-allowed degenerate ex- 
cited state of predicted metal-metal antibonding 
character.20 

The calculated changes in Ru-CO bonding follow an 
opposite pattern. In loal’ - 6 a i  a double valley de- 
velops (Figure 5) between the Ru and CO groups, which 
represents a loss in vbonding density; however, the 
Ru-CO bonding is relatively undisturbed (i.e., flat) for 
the 15e’ - 16ai difference electron density plot. The 
presence of these two closely spaced excited states, one 
metal-metal antibonding and the other metal-C0 an- 
tibonding, may explain the competing metal-metal 
bond and metal-CO bond cleavage that occurs on 
photochemical excitation. This suggestion has been 
supported by several photochemical studies.lg 

Tetranuclear Metal Cluster Compounds. The 
complexity of tetranuclear cluster complexes leads to 
a further lowering of resolution in the spectroscopic 

(20) Tyler, D. R.; Levenson, R. A.; Gray, H. B. J. Am. Chem. SOC. 1978, 
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Figure 6. Orbital energy diagrams for M4(C0)12 clusters from 
SCF-Xa-DV calculations. Reprinted with permission from ‘;ef 
24. Copyright 1987 American Chemical Society. 

information obtained, and one relies more heavily on 
computational methods as a guide. Thermal instability 
and a lack of volatility preclude gas-phase PES mea- 
surements for most systems. A problem with the mo- 
lecular orbital approach (Figure 6) is that one becomes 
inundated by information that provides little chemical 
insight. For these reasons we initially examined bare 
M4 clusters of iron, cobalt, and nickel.21 Molecular 
beam technology has permitted such compounds to be 
prepared and characterized spectroscopically in the gas 
phase.22 These naked metal clusters were predicted 
to be highly magnetic by the spin-polarized SCF-Xa- 
DV calculations with 12, six, and two unpaired elec- 
trons, respectively. The calculated exchange splittings 
of the spin-up and spin-down d orbitals also decreased 
(2.68,1.60, and 0.56 eV, respectively) in this series. The 
Fe and Ni complexes, which contain singly occupied 
and tl levels, should undergo Jahn-Teller distortion to 
C& or lower symmetry structures. Extensive mixing of 
metal 4s and 4p character into the metal-metal bonding 
orbitals was observed, which agreed with previous 
Hiickel  calculation^.^^ Such hybridization also occurs 
in the coordinatively saturated C O ~ ( C O ) ~ ~  system. 

The C O ~ (  CO)12 complex possesses a diamagnetic 
ground state, as do the Rh and Ir analogues (Figure 6).% 
Comparisons within this series are complicated by the 

(21) Holland, G. F.; Ellis, D. E.; Trogler, W. C. J. Chem. Phys. 1985, 
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Table I 
Physical Data for Tetranuclear Metal Cluster Complexes 
redn:" oxidn:a calcd M4 Map-Mb, Mb-Mb, 

complex Eo' or Epo V Eo' or EM, V core chargeb A A 
co4(co)i2 -0.12* +1.7* +3.11 2.492c 2.492 
Co4(CO)&ripod) -0.78 +0.94 +2.41 2.540d 2.457 
(?-MeCsHs)Co4(CO)e -0.59 +1.2* +2.58 2.485e 2.457 
(~MeC6HdCo4(CO)s(tripod) -1.21 +0.39 +I30 2.472f 2.447 
(s-C6Me6)CO4(CO)6(tripOd) -1.18 +0.45* 
RhdC0)iz -0.80* +5.39 2.7328 
Rh&2O)&ripod) -1.14 
Ir4(CO)&ripod) -1.82* 2.6&ih 
IrdC0)12 +5.40 2.693' 2.693 

375 (19Ooo) 
380 (11 800) 
385 (11800) 
380 (11 200) 
385 (14300) 
303 (16 600) 
380 (13000) 
342 (4400) 
321 (7500) 

highest 
uco, cm-l 

2103* 
205d 
2078' 

198@ 
2101' 
206om 
2064" 
2071O 

aPotentials represent EIIP  vs an Ag wire pseudoreference at 22 "C from cyclic voltammetry; peak potentials for chemically irreversible 
couples are indicated by an asterisk. The potential of the ferrocene/ferrocenium couple is +0.47. Potentials are for 0.2 M tetrabutyl- 
ammonium tetrafluoroborate/CHzClz solutions, except for C O ~ ( C O ) ~ ~  and Rh4(C0),, measured in THF. Data from refs 24 and 26. *Values 
represent the volume-integrated charge in electrons per molecule for the four metal atoms from refs 24 and 26. Carre, F. H.; Cotton, F. A.; 
Frenz, B. A. Znorg. Chem. 1976,I5, 380. dDarensbourg, D. J.; Zalewski, D. J.; Delord, T. J. Organometallics 1984,3, 1210. 'Reference 28b. 
CBird, P. H.; Fraser, A. R. J.  Organomet. Chem. 1974, 73, 103. gWei, C. H. Znorg. Chem. 1969,8, 2384. hC1ucas, J. A.; Harding, M. M.; 
Nicholls, B. S.; Smith, A. K. J.  Chem. SOC., Chem. Commun. 1984,319. 'Churchill, M. R.; Hutchinson, J. P. Znorg. Chem. 1978,17, 3528. 
'References 24 and 26. kNoack, K. Helo. Chim. Acta 1962,45,1847. 'Reference 26. mMartinengo, S.; Giordano, G.; Chini, P. Inorg. Synth. 
1980,20, 209. "Reference 54. OChaston, S. H. H.; Stone, F. G. A. Chem. Commun. 1967, 964. 

change in structure from CSU (three edge-bridging CO's 
on a triangular face of the M4 tetrahedron) to Td (all 
terminal carbonyls) that occurs on progressing from Rh 
to Ir. With this caveat, one trend evident from the MO 
diagrams of Figure 6 is the increase in the energy 
splitting of the occupied band of d orbitals on de- 
scending the periodic table. This can be attributed in 
part to the increased strength of metal-metal bonding 
with increasing atomic number. The greatest change 
occurs on going from the second to the third row of the 
transition elements. The lowest unoccupied orbital in 
the M4(CO)12 clusters, 27e or 9tl, has the character of 
a a,* orbital with respect to bonding in a triangular face 
of the cluster. Thus, an intense transition in all three 
clusters that blue shifts on cooling to 77 K (as do u - 
u* transitions in dinuclear metal-metal bonded carbo- 
nyls) is assigned% by analogy to the ''u - u* n transition 
of the cluster. Spectroscopic energies for this transition 
are provided in Table I, along with those for derivatives 
where the basal face of the cluster has been capped with 
the tripod [HC(PPh,),] ligand. The energy of this 
transition is remarkably constant between 300 and 380 
nm and seems to be characteristic for the M4 grouping. 
On the basis of the increased d-orbital splitting in the 
Ir cluster (Figure 6), one might have expected the 
transition energy to be shifted to significantly higher 
energies. This may be offset by the absence of bridging 
CO ligands in the Ir clusters, because bridging CO 
groups are known to shift the energy of the u - u* 
transition to higher energy in dinuclear cobalt carbonyl 
complexes.26 

In a study of ligand effects with the C% symmetry C O ~  
clusters, substitutions were made at the basal triangular 
face of the cluster with the tripod ligand, at the apical 
Co of the cluster with an q6-arene ligand, and at both 
positions simultaneously.2e Because of the complexity 
of an orbital-by-orbital analysis of bonding in these 
highly delocalized clusters, we decided to approach the 
problem with a density of states (DOS) analysis similar 
to the description of bonding in solids. In this scheme 
each orbital in the MO diagram is assigned a 0.4-eV- 
wide Lorentzian line shape, and the resultant sum over 

(25) Abrahameon, H. B.; Frazier, C. C.; Ginley, D. S.; Gray, H. B.; 
Lilienthal, J.; Tyler, D. R.; Wrighton, M. S. Inorg. Chem. 1977,16,1564. 

(26) Holland, G. F.; Ellis, D. E.; Trogler, W. C. J. Am. Chem. SOC. 
1986, 108, 1884. 

a b 
Figure 7. Apical- and basal-site contributions from cobalt 3d 
orbitals, scaled relative to the total DOS and plotted on a per-atom 
basis for (a) CO~(CO)~, and (b) (q-C6H6)Co4(CO),; (-1 apical; (4 
basal. Reprinted with permission from ref 26. Copyright 1986 
American Chemical Society. 

all orbitals yields the total DOS. The real advantage 
in this method is that partial DOS plots can be con- 
structed for a specific atomic or orbital contribution. 
For example, Figure 7a contains the apical- and ba- 
sal-site Co 3d orbital contribution plotted on a per 
metal atom basis for C O ~ ( C O ) ~ ~  and for (~-C&6)cOq- 
(C0)p The displacement of the peak for the prominent 
occupied Co 3d band below the Fermi energy (hori- 
zontal dashed line for the HOMO-LUMO gap) to 
higher binding energy for the basal cobalts suggests a 
greater electron-withdrawing ability of the bridging 
carbonyls in the basal plane. Substitution of the apical 
CO's by a benzene ligand destabilizes the apical cobalt 
d orbitals (Figure 7b), which agrees with the expected 
poor a-acceptor character of benzene as compared to 
CO. The greater acceptor ability of the bridging CO 
groups, regardless of basal or apical substitution, is 
apparent in other DOS plots for the CO groups where 
the binding-energy peak for electrons localized on the 
bridging CO are shifted to lower binding energy than 
those for the terminal CO groups. We believe the DOS 
approach has considerable merit for the analysis of 
orbital energy diagrams for complex molecular systems. 

Electrochemistry of Tetranuclear Cluster Com- 
pounds. Further evidence for the delocalized character 
of bonding in these clusters was obtained from a con- 
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sideration of their electrochemistry (Table I).26927 In 
the C O ~  series the effect of replacing either the apical 
or basal CO ligands with arene or tripod ligands, re- 
spectively, results in a shift of either the first anodic 
or the first cathodic one-electron processes to a more 
negative potential. Although the redox waves observed 
for C O ~ ( C O ) ~ ~  were irreversible, the tripod- and arene- 
substituted species generally showed chemically re- 
versible waves for the one-electron-reduced or -oxidized 
radicals (Table I). Several effects may be operative. 
First, the tripod ligand is known to hinder fragmenta- 
tion processes in the neutral cluster?* and it may serve 
a similar role in the radical cation or anion. On elec- 
tronic and steric grounds, phosphorus donor ligand 
substitution for CO in mononuclear 17-electron com- 
pounds results in enhanced stability of radical cationsaB 
Arene substitution may also enhance Co(apical)-Co- 
(basal) bonding, as suggested by the bond lengths 
provided in Table I and by earlier extended Huckel 
calc~lat ions.~~ The potential shifts are additive, Le., 
the negative potential shift in the species with both 
basal tripod and apical arene ligands equals the sum 
of the corresponding shifts in the two monosubstituted 
species. 

From Xa calculations of (q46H6)C~4(CO)g, CO~(C- 
O)S[(PH~)~CHI, and (a-CeHs)Co4(Co),[(pH2)3CHl, 
there was no apparent correlation between the redox 
potentials and either the HOMO or LUMO orbital en- 
ergies. This contrasts with the correlations observed 
in mononuclear systems.31 An excellent linear corre- 
lation (correlation coefficient 0.997) was obtained with 
the volume-integrated cluster-core charge for the C O ~  
unit (Table I). Additivity of ligand effects, regardless 
of the site of substitution, and the correlation between 
net cluster-core charges and redox potentials support 
the notion that metal clusters behave as delocalized 
sources and sinks of electrons. The lack of correlation 
between cluster HOMO energies and redox potentials 
may result because the energy of an individual orbital, 
such as one localized on an apical cobalt, does not reflect 
gross molecular properties. In mononuclear complexes, 
which usually contain metal-localized HOMOS and 
LUMOs, frontier orbital energies adequately represent 
metal-centered oxidations and  reduction^.^^ 

Kinetics of CO Substitution in Metal Cluster 
Complexes. Mechanistic data for the M4(CO)12 clusters 
(M = Co, Rh, Ir) was available only for Ir4(CO)12, where 
CO substitution occurs by a two-term rate law with a 
dominant second-order term for phosphorus nucleo- 
p h i l e ~ . ~ ~  Substitution in Ir4(CO)ll~zLz (z  = 1-3) occurs 
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primarily by a dissociative route,32p33 when the entering 
ligand, L, is a phosphorus donor. The mechanism of 
CO substitution in C O ~ ( C O ) ~ ~  and Rh4(C0)12 was less 
well understood. Exchange of CO in C O ~ ( C O ) ~ ~  with 
13C0 and 14C0 proceeds by a dissociative path, while 
fragmentation to CO~(CO)~  (at high temperature and 
high CO pressure) follows a rate law with first- and 
second-order terms in CO.% In contrast, the reaction 
between C O ~ ( C O ) ~ ~  and L occurred too rapidly to be 
measured, which suggests an associative mechanism.35 
Only a lower limit could be set on the rate of CO sub- 
stitution in Rh4(C0)12.36 Part of the motivation for 
examining the series was the report that CO dissociation 
rates of M3(CO)12 clusters follow the order3' Fe > Ru 
> Os. This contrasts with trends observed in periodic 
series of mononuclear complexes where an enhanced 
reactivity for second-row transition metals usually ob- 
tains. 

When the reaction between Co4(CO)12 and PPh, was 
examined with a combination of stopped-flow and 
low-temperature methods,% we found that the CO 
substitution process showed an induction period that 
varied from 1 to 15 s at 28 "C to as long as 2 h at  -43 
"C. Although this reaction may proceed by electron- 
transfer catalysis, as for example in H3CCCo3(C0)9,39 
the intrinsic reactivity of Co4(CO)12 is low. In contrast 
the rate of CO substitution in Rh4(CO)12 is well-behaved 
and both mono- and disubstituted products form ac- 
cording to a second-order rate law k[Rh&0),,][PPh3]. 
While it was apparent that the reactivity of Rh4(C0)12 
exceeded that of C O ~ ( C O ) ~ ~  and Ir4(CO)12, a quantitative 
comparison was precluded because of the autocatalytic 
nature of the C04(CO)12 reactions. Therefore, the sta- 
bilized tripod-substituted clusters were examined. 

The substitution of CO in M4(CO)g[HC(PPh2)3] 
clusters (M = Co, Rh, and Ir) proceeds with a variety 
of phosphorus donor ligands, L, to yield the apical- 
substituted M4(CO)6[HC(PPh2)3]L. Kinetic studiesq0 
show that two-term rate laws (k, + k2[L])[M4(C0)9- 
[HC(PPhJ3]] are observed for M = Co and Rh, whereas 
for Ir the second-order term dominates for all L except 
13C0. Activation parameters for the kl terms (AH*, = 
22-26 kcal/mol and ASS1 = 0-23 cal mol-' K-I) agree 
with a CO dissociative mechanism for the k1 process. 
Activation parameters for the k2 terms (AW2 = 5-14 
kcal/mol and ASS2 = -20 to -45 cal mol-' K-') and the 
dependence of rate on incoming nucleophile suggest an 
associative mechanism for CO substitution, where L 
attacks an apical metal atom of the cluster. Rates of 
CO substitution in M4(CO)g[HC(PPh2)3] are generally 
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Metal Cluster Complexes 

less than in corresponding M4(C0)12 clusters, since the 
HC(PPh2)3 ligand donates electron density to the 
cluster (as compared to CO). This results in enhanced 
r-back-bonding to CO groups in the cluster, which 
raises the barrier to CO dissociation. Increased electron 
density at  M, as well as the increased steric bulk of the 
tripod ligand, decreases the susceptibility of the cluster 
toward nucleophilic attack. 

The M4(CO)g[HC(PPh2)3] clusters (M = Co, Rh, Ir) 
show increased reactivity toward CO dissociation in the 
order Ir << Co < Rh with relative ratios of 10":1:667. 
A dramatic decrease in reactivity for the Ir complex can 
be attributed to the absence of bridging carbonyls. A 
comparison of the data for Ir4(CO)g(tripod) and earlier 
data% for substitution in Ir4(CO)12 and Ir4(CO)g(PPh3)3 
suggests that bridging carbonyl groups enhance cluster 
lability, as originally suggested by Norton and Coll- 
man.36 However, the lo4 increase occurs in CO disso- 
ciation rates. Associative attack does not share in the 
rate enhancement. Bridging CO groups might stabilize 
the excess d r  electron densitytl which develops in the 
cluster as a r-acceptor CO ligand dissociates. Bridging 
CO groups should also weaken a-back-bonding to the 
terminal CO groups, which could result in enhanced 
dissociative lability. For example, the Xa calculations26 
for Co4(CO)12 show a small (-0.18) negative charge for 
the apical carbonyls in comparison to the basal terminal 
(-0.27) and edge-bridging (-0.34) carbonyls. This may 
also explain the anomalous trend Fe > Ru > Os ob- 
served3' for CO dissociation in the M3(CO)12 family. 
Only the Fe cluster contains bridging CO groups. 

A striking difference between the reactivity of mo- 
nonuclear carbonyl complexes and the cluster systems 
is the presence of a facile associative path for CO sub- 
stitution in the latter compounds. A dinuclear structure 
does not seem to be sufficient for introducing an asso- 
ciative mechanism, since the M2(CO)lo (M = Mn, Re) 
complexes react predominantly by CO dissociative 
paths.42 The presence of bridging CO groups also does 
not appear to be a key factor in controlling the rate of 
associative CO substitution. In a relative sense the 
associative path becomes dominant as one descends the 
periodic table. This could arise from increased steric 
accessibility for nucleophilic attack as cluster size in- 
creases and the increased positive M4 core charge (Table 
I) on descending the triad. For M,(CO),[HC(PPh,),] 
the associative rates of substitution increase in the order 
Ir C Co << Rh with ratios of 10-3:l:106. Substitution of 
CO groups in the cluster by phosphine ligands generally 
leads to a decrease in associative substitution reactions 
because of increased electron density (decreased elec- 
trophilicity) at the metal core. The magnitude of this 
decrease is not as pronounced as in mononuclear sys- 
tems and can be attributed to a possible site of nu- 
cleophilic attack (e.g., apical position) distant from the 
site of tripod ligation (i.e., basal position) in a cluster. 

When triangular faces of metal atoms occur, then the 
lowest lying metal localized acceptor orbital is the aCp* 
orbital for the cyclopropane-like a-bonding network, as 
discussed for M3(CO)12 clusters. This orbital is directed 
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out the edge of the cluster as shown in Figure 2 and may 
be accessible to attack by a nucleophile. Indeed, one 
of the unusual features observed in kinetics studies of 
M3(CO)12 clusters was the presence of facile associative 
reaction paths.& The energy of the lowest acceptor 
orbital follows the order C O ~  < Rh4 < Ir4, as inferred 
from optical spectroscopy, and the electrochemical re- 
duction potential measurements, Epc (Table I), parallel 
this trend. Metal-carbonyl bond strengths inferred 
from bond-length data (Table I), M-Cap, or from the 
trend in rates of dissociative CO loss discussed earlier 
appear to follow the order Rh < Co < Ir. Steric ac- 
cessibility for nucleophilic attack should also parallel 
the metal-metal bond lengths, Map-Mb Co << Ir - Rh. 
A weakened metal-metal bond should enhance the 
susceptibility of clusters to associative attack because 
meta-ligand bonding in the transition state will reduce 
the number of electrons involved in cluster bonding. 
Poe has suggested that opening of the cluster and CO 
rearrangement concomitant with nucleophilic attack 
can produce a ligand-rich intermediate that obeys the 
electron counting rules.43 

Concluding Remarks. The large number of valence 
orbitals in polynuclear metal-metal-bonded complexes, 
coupled with their highly delocalized character, leads 
to a breakdown of simple orbital descriptions of ground- 
and excited-state reactivities. We have shown how 
partial density of states analyses and difference electron 
density plots offer a partial solution to these problems, 
when combined with a traditional molecular orbital 
approach. Volume-integrated charge densities for the 
cluster core seem useful in understanding net redox 
properties of cluster compounds, and difference density 
plots provide a useful picture of excited-state bonding 
changes. The description of the thermal reactivity of 
cluster compounds, however, needs further refinement. 

A striking difference between the reactivity of mo- 
nonuclear and polynuclear systems is the increased im- 
portance of associative reaction mechanisms in cluster 
systems. Whether this originates from the availability 
of low-lying acceptor orbitals, the availability of met- 
al-metal bond homolysis to produce open cluster 
frameworks, or other factors remains to be established. 
Both the partial density of states analyses and charge 
analyses underscore the importance of bridging CO 
groups in polarizing the charge distribution in metal 
cluster cores. While there is a connection between an 
enhanced rate for CO dissociation from clusters and the 
presence of bridging CO groups, the role of terminal- 
bridging CO interconversions in reaction mechanisms 
needs further definition. Other problems of current 
interest to our group concern the effect of the removal 
of an electron from the highest occupied orbital or the 
effect of the addition of an electron to the lowest 
unoccupied orbital of a closed-shell cluster complex on 
its reactivity. For example, oxidation4 of Fe2(C0),(p- 
PPh2)- by one electron increases the rate of associative 
CO substitution by lo5, and one-electron reduction& of 
Rh4(CO)g(tripod) accelerates dissociative loss of CO by 
>lo3. In addition, we are making an effort to define 
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mechanisms of redox-induced metal-metal bond 
breaking. 

Because the connection between the electronic 
structure and reactivity of molecular clusters of in- 
creasing size and small metal particles bears on prob- 
lems relevant to catalysis and materials science, a con- 
tinued interest in cluster research seems likely. Both 

experimental and theoretical chemists will be chal- 
lenged to develop reliable methods for elucidating the 
chemistry and electronic structures of large clusters. 

This  work is based on research sponsored by the National 
Science Foundation. The efforts of the many student and faculty 
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The usefulness of computer-based approaches to 
simulate the properties of molecules is now accepted 
in most areas of chemistry. The accuracy with which 
one can approximate the solution to the Schrodinger 
equation ab initio for small molecules is constantly in- 
creasing,’ and semiempirical molecular orbital methods 
have made useful contributions to medium-sized mol- 
ecules.2 Computer simulation methods3 have led to 
exciting new insights into the properties of condensed 
phases of molecules. The major focus of this Account 
is on some of the advances in applications of computer 
approaches to biological macromolecules. 

These computer-based applications can vary from the 
use of data bases and computer graphics to numerical 
calculations in the areas of molecular quantum me- 
chanics, molecular mechanics, and statistical mechanics. 
The focus of our research is to understand the nature 
of molecular interactions in complex molecules; both 
numerical calculations and computer graphics methods 
have been used in our pursuit of this understanding. 
We wrote an Account some years ago: and it will give 
a useful historical perspective to this Account. 

There are three fundamental problems in the com- 
puter simulations of complex biological molecules. The 
first and most difficult to overcome is the “global 
minimum” problem. Globular proteins and nucleic 
acids have hundreds or even thousands of atoms and 
correspondingly many degrees of conformational free- 
dom. Even if one could exhaustively search confor- 
mational space, one still needs to correctly evaluate and 
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rank the relative free energies of all the conformations. 
This is currently impossible even for systems of - 100 
atoms. 

Secondly, the study of complex molecules with energy 
calculations requires molecular mechanics methods. 
This stands in contrast to studies of small molecules in 
the gas phase where Schrodinger’s equation can be 
solved to an adequate degree of accuracy to represent 
the structure, reactivity, and energies of the molecules. 
Can we say anything useful with such simple ap- 
proaches to represent the structure and complexation 
energies of systems? 

Thirdly, the quantity of relevance in understanding 
the energetics of complex systems is the free energy; 
what can we say about free energies of such systems? 

In the last five years there have been useful advances 
in conformational searching methods to overcome the 
global minimum problem. There is a growing accept- 
ance that the question about the usefulness of molecular 
mechanics methods should be answered definitively yes, 
and there have been tremendous advances in our ability 
to calculate free energy differences to make direct and 
meaningful contact with experiment. This Account will 
focus on our contributions in these area of research, but 
will conclude that some other applications to demon- 
strate that various computational methods can be 
synergistic in giving useful qualitative insight into 
complex systems. With the latter we reinforce a major 
theme of our previous Account. 

Conformational Searching and the Global 
Minimum Problem 

Development of methods for conformational search- 
ing on “small” constrained systems such as crowns5 and 
cyclic peptides or antibody combining lo0ps6p7 provides 
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